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The method of associated (adjoint) fields for two-dimensional self-contained systems and its application to nonlinear vibrations of systems with one degree of freedom [1 and 2] are extended to more general three-dimensional self-contained systems, when the motion of the image point of the system takes place in three-dimensional phase space.

As an example, the interaction of a self-oscillatory system with an energy source which maintains these oscillations [ 3 ] is considered.

1. We consider a three-dimensional self-contained system of the form

$$
\begin{equation*}
x^{\prime}=p(x, y, z), \quad y^{\prime}=q(x, y, z), \quad z^{*}=r(x, y, z) \tag{1.1}
\end{equation*}
$$

Here $x, y, z$ are the coordinates of the phase point $M$ in Euclidean space $E_{3}$, and the functions $p_{1} q$, and $r$ are assumed to be of class $C_{2}$ in their domain of definition.

To the velocity field $\mathbf{v}=p \mathbf{i}+q \mathbf{J}+r k$ of the phase point $M(x, y, z)$ there corresponds an associated force field [ 1 and 2 ] of the form $\mathbf{F}=P \mathbf{i}+Q \mathbf{j}+R \mathbf{k}$, where the components $P(x$, $y, z), Q(x, y, z)$ and $R(x, y, z)$ are equal, respectively, to $x^{\prime \prime} ; y^{\prime \prime}$, and $z^{\prime \prime}$, and hence by virtue of system (1.1) may be put into the form

$$
\begin{equation*}
p=(\operatorname{grad} p \cdot \mathbf{v}), \quad Q=(\operatorname{grad} q \cdot \mathbf{v}), \quad R=(\operatorname{grad} r \cdot v) \tag{1.2}
\end{equation*}
$$

2. The following Theorems hold.

Theorem 2.1. Any associated field $\mathbf{F}=P \mathbf{i}+Q \mathbf{j}+R \mathbf{k}$ may be normalized and represented in the form of a superposition of two fields, of which one is a potential field and the other a field of gyroscopic forces.

In order to see this we introduce two vector fields into consideration: one is the gradient of the function $V=-1 / 2\left(p^{2}+q^{2}+r^{2}\right)$, and the other is $\Gamma=(r o t V \times v)$.

Then from (1.2) we easily obtain

$$
\begin{equation*}
\mathbf{F}=-\operatorname{grad} V+\mathbf{\Gamma} \quad(\mathbf{F}=P \mathbf{i}+Q \mathbf{j}+R \mathbf{k}) \tag{2.1}
\end{equation*}
$$

which proves the aasertion, since $\Gamma$ is a gyroscopic field, and the work done by it in a displacement $d s(d x, d y, d x)$ is equal to (rot $v \times v) \cdot d s=0$.

The representation of the associated field $\mathbf{F}$ in the form (2.1) (the theorem on normalization) is anelogous to the GromekooLamb transformation in hydrodynamics [4].

We denote rot V by $\Omega(\xi, \eta, \zeta)$. Then the associated equations of motion

$$
\begin{equation*}
x^{*}=p(x, y, z), \quad v^{\prime \prime}=Q(x, y, z), \quad z^{*}=R(x, y, z) \tag{2.2}
\end{equation*}
$$

may, because of the above theorem, be put into the following form:

These equations dencribe the motion of a Lagrange aystem with Lagrangian

$$
L=1 / 2\left(x^{2}+y^{2}+z^{2}\right)-p x^{2}-q y^{\prime}-r z^{*}-V \quad\left(V=-1 / 2\left(p^{2}+q^{4}+r^{2}\right)\right.
$$

and are generalizations of the equations of Birkhoff [5] obtained for two dimenaional aystems.

Theorem 2.2. For the field $\mathbf{F}=P \mathbf{i}+Q \mathbf{~}+R \mathbf{k}$ associated with system (1.1) to be conservative, it is necesamry and sufficient that

$$
\begin{equation*}
\operatorname{rot}(\Omega \times v)=0 \quad(\Omega=\operatorname{rot} v) \tag{2.4}
\end{equation*}
$$

This is a consequence of Theorem 2.1 and the condition rot $F=0$.
Corollaty 2.1. If the associated force field is conservative and therefore satisfies (2.4), then there necessarily exists a function $\psi(x, y, z)$ such that

$$
\begin{equation*}
\operatorname{grad} \psi(x, y, z)=(\mathbf{Q} \times v) \tag{2.5}
\end{equation*}
$$

The potential $V^{*}(x, y, z)$ of the field $F$ will in this case by virtue of (2.1) be equal to

$$
\begin{equation*}
V^{*}=V-\psi \quad\left(V=-1 / 2\left(p^{2}+q^{2}+r^{2}\right)\right) \tag{2.8}
\end{equation*}
$$

Corollary 2.2. The function $\psi(x, y, z)$ satisfies Poisson's equation

$$
\begin{equation*}
\Delta \psi(x, y, z)=\mu(x, y, z) \quad\left(\mu=\mathrm{v} \cdot \operatorname{rot} \mathbf{\Omega}-\Omega^{2}\right) \tag{2.7}
\end{equation*}
$$

This follows immediately upon taking the divergence of both aides of (2.5).
Corollary 2.3. If one excludes the trivial case $v=0$, then according to (2.5), $\psi$ is identically constant when:
a) rot $\mathrm{v}=0$, i,e. the velocity field of the point in phase space is a potential field. In this case the Pfaffian form $(p d x+q d y+r d z)$ will be a total differential, and consequently the system (1.1) belongs to the class of so-called potential syatems [6];
b) the vectors $v$ and rot $\mathbf{V}$ are collinear. This leads to the relation

$$
\frac{r_{y}-q_{z}}{p}=\frac{p_{z}-r_{x}}{q}=\frac{q_{x}-p_{y}}{r}
$$

There is no analog of case (b) for the twodimensional systems since for plane-parallel motion rot $\mathbf{V} \perp \mathbf{v}$.

Corollary 2.4. If rot v is a constant vector, then the condition (2.4) for conservetiveness reduces to the relation

$$
\begin{equation*}
(\operatorname{div} \mathbf{v}) \boldsymbol{\Omega}_{0}=\left(\boldsymbol{\Omega}_{0} \cdot \nabla\right) \mathbf{v} \quad\left(\operatorname{rot} \mathbf{v}=\boldsymbol{\Omega}_{0}\right) \tag{2.8}
\end{equation*}
$$

In this case the function $\psi(x, y, z)$ by virtue of (2.7) will satisfy Poisson's Eq.

$$
\Delta \psi=-\Omega_{0}{ }^{2}
$$

Corallary 2.5. For two-dimensional selfocontained systems $(z=0)$ and condition of conservativeness (2.4) may be reduced to the form

$$
\begin{equation*}
\frac{\partial}{\partial x}\left(p_{\zeta}\right)+\frac{\partial}{\partial y}(q \zeta)=0 \quad\left(\zeta=q_{x}-p_{y}\right) \tag{2:9}
\end{equation*}
$$

which coincides with a result obtained earlier [2]. The case $\zeta=$ conat yields diy $v=0$.
Theorem 2.3. The function $\psi(x, y, z)$ given by ( 2.5 ) is an integral of the associated system (2.3) and represents a Hamiltonian $H$ taken with opposite sign.

This follows immediately if one writes down the generalized energy integral and usea a Lagrangian $L=T-V^{*}$, where $V^{*}$ is defined by (2.6).

Thes $\psi(x, y, z)=$ const is the equation of phase surfaces fof the system (1.1).
Theorem 2.4. If the associated equations of motion (2.3) admit two firat integrals

$$
\begin{equation*}
F_{i}\left(x, y, x, x^{\prime}, y^{\prime}, x^{\prime}\right)=\text { const } \quad(i=1,2) \tag{2.10}
\end{equation*}
$$

independent of (1,1), then the equations of the phase trajectories may be obtained by simple subatitution.

In fact, aince the phase trajectories of (1.1) are a mabet of the set of trajectories of the associated system (2.3), it follown that they sleo satiafy (2.10). Hence by virtue of the independence of the integrals (2.10) and (1.1), we obtain, by eliminating $x^{*}, y^{\prime}$ and $x^{\prime}$, the phase trajectories as lines of intersection of the two phase surfices

$$
\begin{equation*}
F_{l}(x, y, x, p, q, y)=F_{i}^{*}(x, y, z)=\text { const } \quad(i=1,2) \tag{2.11}
\end{equation*}
$$

In order that the phase surfaces $F_{i}^{*}(x, y, z)=$ const $(i=1,2)$ have no common tangent planes, it is necessary that not all of the determinants

$$
\frac{\partial\left(F_{1}^{\bullet}, F_{2}^{*}\right)}{\partial(x, y)}, \quad \frac{\partial\left(F_{1}^{*}, F_{2}^{*}\right)}{\partial(x, z)}, \quad \frac{\partial\left(F_{1}^{*}, F_{2}^{*}\right)}{\partial(y, z)}
$$

vanish simultaneously.
8. The self-contained system

$$
\begin{equation*}
x^{\prime}=q-r, \quad y=r-p, \quad z^{*}=p-q \tag{3.1}
\end{equation*}
$$

will be called conjugate to the basic system (1.1), and its phase trajectories, determined by the system of differential Eqs.

$$
\begin{equation*}
\frac{d x}{q-r}=\frac{d y}{r-p}=\frac{d z}{p-q}=d t \tag{3.2}
\end{equation*}
$$

will be orthogonal to the phase trajectories of the basic system (1.1).
Denoting elementary displacements along the phase trajectories of the basic and conjugate system (1.1) and (3.1) respectively by $d \boldsymbol{s}=\mathbf{v} d t$ and $d \mathbf{s}^{*}=\mathbf{v}^{*} d t$, where $\mathbf{v}=p \mathbf{i}+q \mathbf{j}+r \mathbf{k}$ and $\mathbf{v}^{*}=(q-r) \mathbf{I}+(r-p) \mathbf{j}+(p-q) \mathbf{k}$ are the velocity of the phase points, we obtain

$$
d \mathbf{s} \cdot d \mathrm{~s}^{*}=(p(q-r)+q(r-p)+r(p-q)) d t^{2}=0
$$

which proves the orthogonality of the phase trajectories of the two systems.
The system of two Pfaffian equations obtained from (3.2) adroit integral manifolds with two variables. This follows from the fact that $d x+d y+d z=0$, and consequently the relation

$$
\begin{equation*}
x+y+z=C \quad(C=\text { const }) \tag{3.3}
\end{equation*}
$$

holds.
To effect further integration of (3.2) we use (3.3) to eliminate any one variable, let us say 2. This leads to the integration of a Pfaffian Eq. of the form

$$
\begin{gather*}
A(x, y, C) d x+B(x, y, C) d y=0  \tag{3.4}\\
A(x, y, C)=r(x, y, C-(x+y))-p(x, y, C-(x+y)) \\
B(x, y, C)=r(x, y, C-(x+y))-q(x, y, C-(x+y))
\end{gather*}
$$

Suppose $\Phi(x, y, C)=C_{1}$ is an integral of Eq. (3.4). Then the phase trajectory of the conjugate system (3.1) is a line of intersection of the cylindrical surface $\Phi(x, y, C)=C_{1}$ with the plane $x+y+z=C$.

Thus the problem of finding the phase trajectories of the basic system (1.1) reduces to the construction of lines orthogonal to the trajectories of the conjugate system (3.1).
4. We return now to system (1.1) and suppose that the functions $p(x, y, z), q(x, y, z)$ and $r(x, y, z)$ are such that the condition (2.4) of conservativeness of the associated force field is now fulfilled. We seek a transformation of the form

$$
\begin{equation*}
d t=\omega(x, y, s) d \tau \tag{4.1}
\end{equation*}
$$

which, while not changing the form of the phase trajectories, will make the tranaformed associated field conservative. Transformations similar to (4.1) were used in particular by Chaplygin [7] in the inveatigation of nonholonomic aystems, and aleo by Birkhoff [5] in stadying general Lagrangian systema.

In order that the force field, transformed by (4.1), be conservative, it is anfficient to require rot $\nu_{2} \neq 0$, where $\boldsymbol{v}_{1}=\omega v$. This condition yields

$$
(\text { grad } \omega \times v)+\infty \operatorname{rot} v=0
$$

which may be reduced to the form

$$
\begin{equation*}
\text { grad } \ln \omega \cdot v^{*}=-\operatorname{div} v^{*} \tag{4.2}
\end{equation*}
$$

Here $\mathrm{v}^{*}=(q-r) i+(r-p) j+(p-q)$ is the previous velocity of the phace point of the conjugato ayntem (3.1).

Hence the problem of finding a function $\omega(x, y, z)$, which, following Chaplygin, we shall call a reducing multiplier, reduces to the integration of the system

$$
\begin{equation*}
\frac{d x}{q-r}=\frac{d y}{r-p}=\frac{d z}{p-q}=\frac{d \ln \omega}{-\operatorname{div} \mathbf{v}^{*}} \tag{4.3}
\end{equation*}
$$

To integrate this system one may use the results given in the preceding Section.
5. We consider the simplest case, when the functions $p, q$ and $r$ in (1.1) are linear forms in the independent variables denoted by $x_{1}, x_{2}, x_{3}$. System ( 1.1 ) may then be written in vector notation as

$$
\mathbf{x}=A \mathbf{x}, \quad \mathbf{x}=\left(\begin{array}{c}
x_{1}  \tag{5.1}\\
x_{2} \\
x_{3}
\end{array}\right), \quad \mathbf{1}=\left(a_{i j}\right)_{1}^{3}
$$

Here $X$ is a column vector and $A$ a constant matrix of order three ( $m=3$ ),
Suppose the associated force field (2.1) is conservative and, consequently, satisfies condition (2.4). We consider the possible cases.
a) Assume $\Omega=\operatorname{rot} v=0$, so that the fluid motion connected with the system is a potential flow. By virtue of (5.1) this reduces to the condition $a_{j j}=a_{j i}$, so that the matrix $A$ is symmetric. Furthermore the divergence of the velocity vector will equal the trace of the matrix $A$ :

$$
\begin{equation*}
\operatorname{div} v=\operatorname{tr} A=a_{11}+a_{22}+a_{33} \tag{5.2}
\end{equation*}
$$

b) Suppose rot $\mathbf{v} \| \mathbf{v}$. This case also has a simple hydrodynamical interpretation, amely that the vortex lines in the fluid flow are parallel to the phase trajectories.

Since for the system (5.1) rot $v$ is a constant vector, the vortex lines as well as the phase trajectories will be straight lines. This result may be obtained immediately by integrating the system

$$
\frac{d x}{\xi_{0}}=\frac{d y}{\eta_{0}}=\frac{d z}{\zeta_{0}}=d t \quad\left(\operatorname{rot} v=\mathbf{\Omega}_{0}\left(\xi_{0}, \eta_{0}, \zeta_{0}\right)\right)
$$

c) Suppose rot $v=$ const. Denoting rot $v=\Omega_{0}\left(\Omega_{0} \neq 0\right)$, we use (2.8) to obtain

$$
\begin{equation*}
\lambda \boldsymbol{\Omega}_{0}=\left(\boldsymbol{\Omega}_{0} \cdot \nabla\right) \mathbf{v} \quad\left(\lambda=\operatorname{div} \mathbf{v}=a_{11}+u_{22}+a_{3 s}\right) \tag{5.3}
\end{equation*}
$$

This relation together with (5.1) may be reduced to the form

$$
(A-\lambda E) \mathbf{\Lambda}_{0}=0 \quad\left(\Omega_{0}=\left(\begin{array}{c}
\xi_{0}  \tag{5.4}\\
n_{0} \\
\zeta_{0}
\end{array}\right)\right)
$$

Here $\Omega_{0}$ is a three-dimensional column-vector, and $E$ is the identity matrix.
Since the vector $\Omega_{0}$ is different from zero, condition (5.4) is equivalent to the characteristic Eq. $|A-\lambda E|=0$ of the matrix $A$. Consequently $\lambda=\lambda_{i}(i=1,2,3)$, equal to div $v$, are eigenvalues of the matrix $A$. We note that the matrix $A$ will be singular in the case when $\operatorname{div} v=0(\lambda=0)$.
6. As an example of a nonlinear system we examine a self-oscillatory system interacting with an energy source maintaining the oscillation (Fig. l). We write the equations of motion in the following form [3]:

(Fig. 1)

$$
\begin{align*}
x^{*}+2 n x^{*}+k^{2} x & =a T\left(v-x^{*}\right) \\
\varphi^{*}+A \varphi^{*} & =B T\left(v-x^{*}\right) \tag{6.1}
\end{align*}
$$

Here $\boldsymbol{x}$ is the displacement of the oscillation mass $m$; $\phi$ is the angle of rotation of the rotor of an engine; $v=R \phi^{*}$ is the velocity of the belt at the point of contact; $T\left(v-x^{\prime}\right)$ is the sliding friction force, depending on the relative velocity $\nu_{p}=v-x^{*}$, and $k^{2}=c / m, n, a, A$, and $B$ are constants. We introduce the following phase variables: $x, y=$ $=v-x^{\prime}$, and $z=\phi^{*}$. As a result the syatem ( 6,1 ) will take the form

$$
\begin{gather*}
x^{*}=p=R z-y, \quad y^{\bullet}=q=k^{2} x-2 n y+(2 n-A) R z+(B R-a) T(y)  \tag{6.2}\\
z^{*}=r=-A z+B T(y)
\end{gather*}
$$

We shall make no assumptions on the friction force $T(y)$. From physical considerati one it followe that $T(y)$ should be an odd function. In the simpleat case, when $T(y)$ is a linear function of $y$, the syetem (6.2) is also linear.

To integrate sy tem (6.2) we use (3.3) and, under the simplifying assumption that $A+R=$ $=0$, obtain for $x$ linear differential equation of first order.

Omitting the intermediate calculations, we write the final result

$$
\begin{equation*}
x=h(y)\left(C_{1}+\int \frac{Q(y)}{h(y)} d y\right) \quad\left(h=\exp \int \frac{M d y}{y+B T(y)}, Q=\frac{M_{1}+M_{2} y+M_{3} T(y)}{y+B T(y)}\right) \tag{6.3}
\end{equation*}
$$

Here $C_{1}$ is a constant of integration and

$$
\begin{gathered}
M=k^{2}-2 n R+A R-A, \quad M_{1}=C\left(k^{2}-M\right) \\
M_{2}=M-k^{2}-2 n, \quad M_{3}=B R-B-a
\end{gathered}
$$

The intersections of the cylindrical surfaces $F\left(x, y, C_{1}\right)=0(6.3)$ with the planes $x+y+$ $+z=C$ provides a system of lines orthogonal to the phase trajectories of the original system (6.2).

We define the reducing multiplier $\omega$ according to (4.3). Since the divergence of the velocity vector of the phase point for the conjugate system is:

$$
\begin{equation*}
\operatorname{div} v^{*}=D+B T^{\prime}(y) \quad\left(D=1+k^{2}+R(1+A-2 n)\right) \tag{6.4}
\end{equation*}
$$

then by virtue of (4.3) we obtain

$$
\begin{equation*}
\omega(y)=\exp \left(-\int \frac{D+B T^{\prime}(y)}{y+B T^{\prime}(y)} d y\right) \tag{6.5}
\end{equation*}
$$

This function assumes a particularly simple form when $D=1$.
This yields $\omega=1 /(y+B T(y))$.
In conclasion we mention that the results obtained here may be generalized and extended to the case of $n$-dimensional self-contained systems.
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